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Abstrak

Investor vang berinvestasi saham selalu dituntut untuk menganalisis pasar saham agar dapat
Eleminimalkan risiko kerugian dan meningkatkan keuntungan. Pemanfaatan teknologi Deep
Learning dengan metode Long Short-Term Nglgnory (LSTM) dapat digunakan untuk membantu
analisis prediktif oleh para investor saham. Penelitian ini bertujuan untuk EfBmprediksi harga
saham PT Astra International Tbk menggftlkan model Deep Learning metode Long Short
Term Memory. Metode penelitian ini terdiri dari persiapan data, preprocessing data, pelatihan
model, denormalisasi data, visualisasi hasil prediksi, dan evaluasi hasil prediksi. Visualiasi
data menunjukkan bahwa model LSTM mampu memprediksi dengan cukup akurat dan mampu
menangkap pola tren harga saham. Evaluasi model LSTM menujukkan nilai MAE mencapai
87.69 dengan persentase MAE mencapai 1.44%, nilai RMSE mencapai 116.87 dengan
persentase RMSE mencapai 1.92%, dan nilai MAPE mencapai 1.45%.

Kata Kunci: Saham, Prediksi, PT Astra International Thk, LSTM, Deep Learning

Abstract

Investors who invest in shares are always required to analyze the stock market in E¥ler to
minimize the risk of loss and increase profits. Utilization of Deep Learning technology with the
Long Sho§ferm Memory (LSTM) method can be used to assist predictive analysisgg} stock
investors. This research aims to predict the share price of PT Astra International Tbk using the
Long Short Term Memory method. This research method consists of data preparation, data
preprocessing, model training, data denormalizaggd, visualization of prediction results, and
evaluation of prediction result. Data visualization shows that the LSTM model is able to predict
quite accurately and is able to capture stock price trend patterns. Evaluation of the LSTM
model shows that the MAE value reached 87.69 with an MAE percentage reaching 1 44%, the
RMSE value reached 116.87 with an RMSE percentage reaching 1.92%, and the MAPE value
reached 1.45%.
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PENDAHULUAN

Perkembangan zaman meyebabkan investasi saham menjadi salah satu hal yang
menarik di masyarakat. Investasi saham menawarkan potensi keuntungan yang menarik di
masa depan karena beberapa alasan seperti adanya pertumbuhan ekonomi, pembagian
dividen, menjaga nilai uang dari inflasi, dan lain-lain. Saham adalah suatu dokumen yang
secara jelas menyatakan nilai nominal, nama industri atau perusahaan, serta hak dan
kewajiban masing-masing pemegang saham (Patriya et al., 2023). Banyak perusahaan
besar di Indonesia menawarkan saham untuk para investor. Salah satu perusahaan besar




yang menawarkan saham yaitu PT Astra International Tbk yang bergerak di bidang
kendaraan bermotor. Informasi daftar dan harga terkait dengan saham PT Astra
International Tbk dapat dilihat di platform penunjang bursa saham, seperti Yahoo Finance,
MarketWatch, dan Bursa Efek Indonesia (BEI) yang memberikan berbagai informasi
pergerakan harga saham.

Investor dapat melakukan analisis terkait dengan harga saham berdasarkan
informasi yang tersedia di platform online. Analisis yang dilakukan dapat digunakan #ira
investor untuk mengetahui tren harga saham sehingga dapat menentukan strategi untuk jual
dan beli saham pada waktu yang tepat (Rijken Irahadi et al., 2022). Analisis tren harga
saham juga dilakukan untuk menentukan keputusan yang diambil investor untuk
mengurangi risiko yang mungkin terjadi pada investasi saham (Pradnyawati & Sinarwati,
2022). Analisis tren harga saham juga dapat dilakukan dengan bantuan teknologi Artificial
Intelligence agar analisis pre@iksi harga saham dapat dilakukan secara akurat. Teknologi
Artificial Intelligence untuk prediksi harga saham dapat dilakukan dengan mengunakan
model Deep Learning.

Model Deep Learning menggunakan metode LSTMfil.ong Short-Term Memory)
dapat dilakukan untuk prediksi harga saham. Metode LSTM diperkenalkan oleh Hochreiter
dan Schnfflhuber pada tahun 1997 sebagai bentuk khusus RNN (Recurrent neural
network). LSTM dirancang untuk memecahkan masalah ketergant@gan jangka panjang.
Memori jangka panjang dan jangka pendek dapat dengan mudah menyimpan informasi
dalam Fagka waktu yang lama karena memiliki struktur jaringan berulang yang unik.
LSTM memiliki tiga jenis gerbang utama yaitu forget gate, input gate, dan output gate yang
masing-masing memiliki fungsinya tersendiri dalam mengelola informasi status sel (Akbar
et al., 2023).

Penggunaan metode LSTM dapat dimanfaatkan oleh investor untuk meningkatkan
peluang mendapatkan keuntungan dan mengurangi risiko kerugian dalam berinvestasi
saham, dengan melalui analisis prediktif , LSTM mampu menyelami pola rumit dari
kumpulan data besar dan menyimpan informasi selama periode waktu yang panjang.
LSTM juga dapat membantu para investor untuk memberikan rekomendasi informasi yang
berbasis @ agar dapat membantu investor dalam membuat keputusan dalam berinvestasi
saham. Berdasarkan uraian tersebut, OffEhn dari penelitian ini adalah untuk
mengembangkan model prediktif berbasis Long Short-Term Memory (LSTM) untuk
memprediksi harga saham PT Astra International Tbk. Penelitian ini menyajikan performa
model yang dibangun dan memvisualisasikan data hasil prediksi.

KERANGKA TEORI

Saham merupakan suatu bukti bahwa seseorang atau entitas memiliki sebagian dari
suatu perusahaan yang artinya jika seseorang tersebut memiliki beberapa saham terhadap
sebuah perusahaan maka orang tersebut memiliki sebagian atas kepemilikan perusahaan
tersebut (Permana et al., 2023). Persentase saham yang dimiliki seseorang terhadap sebuah
perusahaan menentukan besar kecilnya kepemilikian perusahaan tersebut. Harga saham
yang ditawarkan ditentukan oleh perusahaan tersebut untuk para investor yang ingin
memiliki hak kepemilikan saham (Merida & Aprilia Sari, 2022). Investor dapat melakukan
analisis prediktif menggunakan bantuan teknologi Deep Learning menggunakan metode
LSTM.




Penelitian terkait prediksi harga saham dengan teknologi Deep Learning telah
dilakukan oleh peneliti terdahulu. Penelitian oleh Budiprasteyo melakukan prediksi harga
saham syariah menggunakan metode LSTM dengan tujuan untuk membantu investor
menentukan waktu jual dan beli, hasil penelitian tersebut yaitu performa terbaik model
LSTM yang dihasilkan dengan nilai MAPE mencapai 1,51 (Budiprasetyo et al., 2023).
Penelitian oleh Adi melakukan prediksi harga komoditas pangan menggunakan metode
LSTM, hasil penelitian tersebut yaitu performa model menunjukkan nilai RMSE terendah
mencapai 79.19% (Adi & Sudianto, 2022). Penelitian oleh Rizkilloh dilakukan untuk
prediksi harga cryptocurrency menggunakan metode LSTM, hasil dari penelitian tersebut
yaitu performa model memiliki nilai RMSE mencapai 0.0630 (Moch Farryz Rizkilloh &
Sri Widiyanesti, 2022).

Penelitian oleh Riyantoko melakukan anlisis prediksi harga saham sektor
perbankan menggunakan metode LSTM, hasil penelitian tersebut yaitu nilai RMSE
terhadap prediksi harga saham bank BRI mencapai 57.31 dengan akurasi @§% (Aji
Riyantoko et al., 2020). Penelitian oleh Puteri melakukan implementasi LST dan BiLSTM
dalanffjrediksi harga saham syariah, hasil penelitian tersebut yaitu performa model terdapat
pada PT Indofood Sukses Makmur Tbk dengan nilai MAPE mencapai 1.05% (Puteri,
2023).

METODE PENELITIAN

Penelitian ini dilakukan menggunakan Google Collabolatory dengan df&set data
historis sahama PT Astra International Tbk dengan ticker ‘ASILJK’. Metode penelitian
terdiri dari beberapa tahap yaitu persiapan data, preprocessing datgggpembagian data,
pembangunan model, Pelatihan model, visualisasi hasil prediksi. Metode penelitian
terdapat pada Gambar 1.

) h Pembangunan
Persiapan Data Preprocessing Data Model LSTM
Pelatihan Model
LSTM
Evaluasi Hasil Visvalisasi Hasil Denormalisasi Data
Prediksi Prediksi }

Gambar 1. Metode Penelitian

Persiapan Data

Data untuk penelitian ini merupakan data historis saham PT Astra International Tbhk
dengan kode saham “ASILJK”, yang diperoleh langsung dari website yahoo finance
dengan cara memakai salah satu library Python ‘yfinance’. Data ini mencakup harga saham
harian dari tanggal 1 Januari 2010 hinf#a tanggal saat penelitian ini dibuat yaitu 22 Mei
2024. Data tersebut mencakup kolom-kolom: Date, Open, High, Low, Close, Adj Close,




dan Volume, dengan total jumlah recordnya sebanyak 3549 data. Gambar 2 merupakan
sampel lima data awal dan lima data akhir data perusahaan saham yang diperoleh dari
yahoo finance menggunakan pustaka Python ‘yfinance’.

] data.head() [ 1 data.tail()
3> open  High Low Close Adj Close Volume 3> open  High Low Close Adj Close Volume
Date Date
2010-01-04 35300 35500 34650 35300 2001.564819 40 2024-05-15 4570.0 46200 45300 45300 4530.0 109962400
2010-01-05 35500 35700 34850 35500 2012.905029 40 2024-05-16 45900 47200 45400 47100 4710.0 149039700
2010-01-06 35300 35800 35150 35300 2001.564819 40 2024-05-17 47100 45100 46900 48000 4800.0 101492400
2010-01-07 34200 35600 34150 34200 1939.193481 40 2024-05-20 4800.0 48300 47300 47400 47400 58021800
2010-01-08 34400 34500 3380.0 34400 1950533325 40 2024-05-21 4750.0 47700 4700.0 47000 4700.0 5TS58000

Gambar 2. Dataset

Gambar 2 terdapat kolom ‘Date’ yang merupakan kolom untuk menunjukan
tanggf)data harga saham dicatat. Kolom ini menunjukan setiap hari penjualan saham di
jual. Kolom ‘Opegfmerupakan harga saham pada saat pasar dibuka di hari perdagangan
tertentu. Kolom ‘High’ merupakan harga tertinggi yang ditawarkan pada hari tersebut.
Kolom ‘Low’ merupakan harga terendah yang ditawarkan pada hari tersebut. Kolom
(Blose” merupakan harga saham pada saat harga pasar di tutup pada hari tertentu. Harga
adj close merupakan harga penutupan yang telah disesuaikan untuk faktor-faktor§gtentu
seperti dividen, pemecahan saham (stock splits), dan tindakan korporat lainnya. Volume
merupakan jumlah total saham yang diperdagangkan pada hari tersebut.

Preprocessing Data

Data historis saham yang telah didapatkan akan melalui tahap preprocessing
terlebih dahulu sebelum diterapkan dalam model LSTM, prepocessing data ini bertujuan
agar data bisa terbaca dan diproses dengan baik pada model LSTM sehingga bisa
menghasilkan prediksi yang baik. Tahapan preprocessing terdiri dari input kolom,
normalisasi, pembagian data, dan pembuatan data sekuensial.

Langkah pertama dalam preprocessing data adalah menentukan kolom yang ingin
diprediksi. Dalamfffogram ini pengguna bisa memilih kolom yang ingin diprediksi dengan
beberapa pilihan kolom yaitu Date, Open, High, Low, Close, Adj Close, dan Volume.
Gambar 3 menunjukkan tahapan preprocessing untuk input kolom.

o print{"Kolom vang tersedia dalam data saham yang tersedia: ", data.columns.tolist()
column_to_predict = input(“"Masukan kolom yang ingin di prediksi (contech :, "Close’ tampa tanda kutip) : ")

if column_to_predict not in data.columns:

raise valuegrror(f"Column "{column_to_predict}"' Tidak ada. Columns yang tersedia: {data.columns.tolist()}}")
—Z- Kolom Yang tersedia dalam data saham yang tersedia: ['oOpen', 'High', 'Low®, 'Close’, "adj close', "volume']
Masukan kolom yang ingin di prediksi (contoh :, "Close" tanpa tanda kutip) : Close

Gambar 3. Input Kolom
Langkah kedua tahapan dalam preprocessing yaitu normalisasi data yang
digunakan untuk mengubah skala asli dari datgynenjadi rentang tertentu. Setelah memilih
kolom ‘Close” kemudian dilanjutkan ke tahap normalisasi data menggunakan teknik Min-
Max Scaling dengan menggunakan fungsi ‘MinMaxScaler’ dari pustaka Python yang




bernama ‘sklearn.preprocessing’. Teknik Min-Max Scaling dapat mengubah skala data
menjadi rentang antara 0 dan 1. Teknik MinMaxScaler juga berfungsi untuk memastikan
bahwa semua nilai data saham berada dalam rentang yang sama, sehingga model LSTM
dapat lebih mudah melakukan perhitungan dan mengurangi kemungkinan adanya bias
akibat perbedaan antara skala dan fitur. Gambar 4 menunjukkan tahapan preprocessing
untuk normalisasi.

3% Data Asli:

Close
Date
2010-01-84 3530.8
2010-01-05 3550.0
2010-01-06 3530.0
2010-01-07 3420.0
2010-01-08 3440.0

Data Dinormalisasi:
Close_Scaled
Date
2019-81-84 @.842589
2818-81-85 @.845997
2010-01-86 9.842589
2e81e-e1-a7 @.823858
2010-01-08 0.827257

Gambar 4. Normalisasi

Langkah ketiga tahapan dalam preprocessing yaitu pembagian dataset menjadi data
latih (train data) dam data uji (test data). Data latih akan digunakan untuk melatih algoritma
model LSTM, sedangkan data uji digunakan untuk menguji ¢& mengukur performa model
yang didapatkan setelah melakukan pengujian (testing). Data yang digunakan dgfjm
penelitian ini adalah kolom ‘Close’. Penelitian ini membagi data dengan proporsi 80%
untuk data latih dan 20% untuk data uji. Data latih sebanyak 2839 dan data uji sebanyak
710 data. Gambar 5 merupakan tahapan preprocessing data untuk pembagian dataset.

[ 1 training_size = int(len(data_scaled)*e.se)
test_size=len(data_scaled)-training_size
train_data,test_data=data_scaled[@:training_size,:],data_scaled[training_size:len(data_scaled),:1]
training_size,test_size

3~ (2839, 718)

Gambar 5. Pembagian Data Latih dan Data Uji

Langkah keempat tahapan dalam preprocessing yaitu pembuatan data sekuensial
untuk proses dimana data diatur dalam urutan waktu yang digunakan dalam model prediksi.
Pada tahapan pembuatan data sekuensial dilakukan pengolahan data pelatihan (train_data)
dan data pengujian (test_data) yang sudah di normalisasi data untuk menghasilkan input
yang akan dipakai dalam model LSTM. Gambar 6 merupakan tahapan preprocessing data
untuk pembuatan data sekuensial.




[ 1 time_step = %2
X_train, y_train = [], []
for i in range(len(train_data) - time_step - 1):

a = train_data[i:(i + time_step), @]
X_train.append(a)
y_train.append(train_data[i + time_step, @])

X_test, y_test = [], []

for i in range(len(test_data) - time_step - 1):
a = test_data[i:(i + time_step), @]
X_test.append(a)
y_test.append(test_data[i + time_step, e])

X_train = np.array(X_train).reshape(-1, time_step, 1)
X_test = np.array(X_test).reshape(-1, time_step, 1
y_train = np.array(y_train)

y_test = np.array(y_test)

Gambar 6. Pembuatan Data Sekuensial

Pembangunan Model

Lapisan LSTM dalam penelitian ini terdiri dari empat lapisan. Lapisan pertama
LSTM memiliki 128 unit sel memori (sel neuron) dan mengembalikan urutan keluaran
(return_sequence = True) untuk digunakan oleh lapisan LSTM berikutnya. Lapisan
pertama ini menerima inputan dengan bentuk ‘X train.shape[l],1’ sebagai data latih
dengan jumlah timestep dan ‘1’ merupakan jumlah fitur per timestep. Aktivasi yang
digunakan adalah ‘tanh’. Terdapat lapisan dropout sebesar 40% (0.4) untuk mencegah
overfitting. Lapisan kedua LSTM juga memiliki 128 unit sel memori (sel neuron) dan
mengembalikan urutan keluaran. Aktivasi yang digunakan ialah ‘tanh’. Terdapat lapisan
dropout dengan rasio 40% (0.4). Lapisan ketiga LSTM memiliki 64 unit sel memori (sel
neuron) dan mengembalikan urutan keluaran. Aktivasi yang digunakan adalah ‘tanh’.
Terdapat lapisan dropout dengan rasio 40% (0.4). Lapisan Keempat LSTM memiliki 64
unit sel memori (sel neuron) dan tidak mengembalikann urutan keluaran (‘return_sequence
= False”). Aktivitas yang digunakan ‘tanh’. Kemudian terdapat lapisan dense satu unit.
Lapisan ini akan menghasilkan nilai prediksi akhir dari model. Gambar 7 merupakan model
LSTM yang dibangun.

0 Model: “sequential™

S5+

Layer (type) Output Shape Param #
1stm (LSTM) (None, 180, 128) 66560
dropout (Dropout) {None, 188, 128) [:]

1stm 1 (LSTM) (None, 188, 128) 131584
dropout_1 (Dropout) {None, 180, 128) @
Istm_2 (LSTM) (None, 180, 64) 49408
dropout_2 (Dropout) {None, 188, &4) [:]

1stm 3 (LSTM) (None, &4) 33024
dense (Dense) {None, 1} a5

Total params: 280641 (1.87 MB)
Trainable params: 288641 (1.87 MB)
Non-trainable params: @ (0.8@ Byte)

Gambar 7. Arsitektur Model LSTM




Pelatihan Model

Pelatihan model ini menggunakan data pelatihan (“X_train’) dan (“y_train’). Bfpdel
akan dilatih selama 100 epoch dengan ukuran batch sebesar 64. Data pelatihan dibagi
menjadi dua bagian §Etu 80% untuk pelatihan dan 20% validasi. Data validasi digunakan
untuk mengevaluasi kinerja model pada data yang tidak dapat dilihat sehingga membantu
mendeteksi overfitting. Gambar 8 merupakan visualisasi hasil dari pelatihan model.

Model Training Loss

—— Train Loss
‘ Validation Loss

0.04 4 ‘

0.03 4

Loss

0.02 4

0.01 4

T e e
0.00 1
0 20 40 L] a0 100
Epoch

Gambar 8. Visualisasi Hasil Pelatihan Model

Gambar 8 menunjukan bahwa pada awal pelatihan menunjukkan nilai loss untuk
data latih cukup tinggi, tetapi seiring berjalannya pelatihan dan epoch terlihat nilai loss
untuk data latih semakin berkurang secara stabil. Sementara untuk nilai data validasi
terlihat bahwa lebih stabil yang menandakan bahwa model LSTM yang dibangun memiliki
kemampuan mempelajari yang baik. Visualisasi hasil pelatihan model menunjukkan nilai
loss yang berkurang seiring dengan bertambahnya jumlah epoch.

Denormalisasi Data

Denormalisasi data merupakan tahap mengembalikan data yang sudah di
normalisasikan ke skala aslinya. Denormalisasi data bertujuan agar hasil prediksi data yang
telah dilakukan oleh model LSTM dapat dipahami. Dalam penelitian ini, denormalisasi
data menggunakan fungsi ‘inverse transform’ yang berasal dari teknik ‘MinMaxScaler’
dari pustaka Python yang bernama ‘sklearn.preprocessing’. Fungsi ‘inverse transform’
dapat mengubah skala data normalisasi yang telah diprediksi menjadi skala asli data.
Gambar 9 menunjukkan hasil dari denormalisasi data.

] print(y_test_denorm[:5]

,
5+ [[eese.]
[s158.]
[&eee.]
[seaa.]
[&e25.]]

rint(y_pred_denora[:5])
print

()

[51

6]
[5831.1418]
[5996.4595]]

Gambar 9. Denormalisasi Data




HASIL DAN PEMBAHASAN

Pengujian model dan visualisasi data dilakukan pada model yang telah dilatih.
Pengujian model dilakukan untuk melihat hasil pada kolom ‘Close’. Prediksi dilakukan
pada data close prediksi terhadap data close asli. Berikut pengujian model terdapat pada

Gambar 10.

Tahun
2e21-1e-
2e21-1e-
2e21-1e-
2e21-109-
2@21-19-

4o op @

68508.0
6150.8
céeo.e
£ee0.0
6025.9

Data_Close_Asli Data_Close_Prediksi

6129.794922
6062.288086
6@92.839551
6831.141682
5996.459473

Gambar 10. Hasil Pengujian Model

Gambar 10 menunjufgh bahwa model LSTM telah mampu memprediksi harga
kolom ‘Close’ dengan baik. Terdapat perbedaan nilai yang tidak terlalu signifikan antara
harga asli dengan harga prediksi, ini menunjukan bahwa model telah berhasil menagkap
pola dalam data kolom ‘Close’” dan mampu melakukan prediksi.

Visualisasi Data

Visualisasi data dilakukan untuk melihat hasil dari prediksi yang dilakukan.
Visualisasi ini bertujuan untuk melihat bagaimana perbandingan harga asli dengan harga
prediksi dengan menggunakan model LSTM yang sudah dilatih. Visualisasi ini
menggunakan pustaka Python yaitu ‘Matplotlib.pyplot’ untuk membuat plot perbandingan
dari harga asli dengan harga prediksi. Gambar 11 menunjukkan visualisasi perbandingan

harga asli dan harga prediksi.

Perbandingan Harga Asli dengan Harga prediksi

7000 4

6500 4

Harga Saham
-3
k=3
1=
o

5500 4

4500 4

—— Harga Sebenarnya
== Harga Prediksi

1

2021-10 2022-01 2022-04

2022-07

2022-10 2023-01
Tahun

2023-04

2023-07 2023-10

2024-01 2024-04

Gambar 11. Visualisasi Perbandingan antara Harga Asli dengan Prediksi

Pada Gambar 11 terlihat hasil akhir dari perbandingan harga asli dengan harga
prediksi periode bulan Oktober 2021 hingga bulan April 2024 yang dilakukan dengan
model LSTM menunjukkan bahwa model mampu memprediksi dengan cukup akurat dan

mampu menangkap pola tren.




Evaluasi Hasil Prediksi

Tahap Evaluasi Hasil Prediksi menggunakan metode Mean Absolute Error (MAE),
gt Mean Squared Error (RMSE), dan Mean Absolute Percentage Error (MAPE). MAE
(Mean Absolute Error) merupakan perhitungan untuk mengukur rata-rata kesalahan affara
nilai asli dari data dengan nilai prediksi yang telah dilakukan. Gambar 12 menunjukan rata-
rata kesalahan alffplut antara nilai prediksi dengan nilai sebenarnya sebesar 87.69. Untuk
nilai persentase Mean Absolute Error sebesar 1.44% yang menunjukkan bahwa model
prediksi LSTM memiliki tingkat akurasi yang cukup baik.

° mae = np.mean(np.abs(y_test_denorm - y_pred denorm))
print("Mean Absolute Error (MAE): {:.2f}".format(mae))
# Persentase MAE
mae_percentage = (mae / mean_y test) * 1@
print("Persentase MAE: {:.2f}&".format(mae_percentage))

5+ Mean Absolute Error (MAE): 87.69
Persentase MAE: 1.44%

Gambar 12. Evaluasi Nilai MAE

2

Eoot Mean Squared Error (RMSE) merupakan perhitungan untuk mengukur
seberapa besar kesalahan prediksi model dengan nilai aslinya. Root Mean Squared Error
memberikan penilaian yang lebih besar dibandingkan dengan Mean Absolute Error, karena
kesalahan yang dihitung dengan kuadrat dari selisih antara nilai prediksi dan nilai asli
sebelum diammbil rata-ratanya. Gambar 12 menunjukan bahwa nilai RMSE sebesar
116.87 menunjukan rata-rata kesalahan prediksi model dengan nilai aslinya. Nilai RMSE
ini menunjukkan prediksi yang dihasilkan oleh model LSTM yang dibuat memiliki
[@salahan rata-rata sebesar 116.87 dari nilai sebenarnya, sedangkan persentase untuk
RMSE sebesar 1.92 % yang menunjukkan keffflahan prediksi model sangat kecil
dibandingkan dengan nilai aslinya. Nilai RMSE ini menunjukkan bahwa model LSTM
memiliki kinerja yang cukup baik dalam memprediksi data yang diuji.

[ 1 # Root Mean Squared Error (RMSE)
rmse = np.sqrt(np.mean((y_test_denorm - y_pred_denorm) ** 2))
print("Root Mean Squared Error (RMSE): {:.2f}".format(rmse))
rmse_percentage = (rmse / mean_y_test) * 1ee
print("Persentase RMSE: {:.2f}X".format(rmse_percentage))

[4)

Root Mean Squared Error (RMSE): 1156.87
Persentase RMSE: 1.92%

Gambar 13. Evaluasi Nilai RMSE
1
?/[ean Absolute Percentage Error (MAPE) merupakan perhitungan untuk mengukur
akurasi model prediksi dalam bentuk persentase. MAPE memberikan rata-rata kesalahan
absolut antara nilai prediksi dan nilai seberfnya yang dinyatakan sebagai persentase dari
nilai sebenarnya. Gambar 14 nfgnunjukkan nilai Mean Absolute Percentage Error (MAPE)
sebesar 145% menunjukkan rata-rata kesalahan absolut prediksi model LSTM adalah




1.45% dari nilai sebenarnya. Nilai MAPE ini menjelaskan bahwa model LSTM sangat
akurat dalam memprediksi data yang telah diuji.

# Mean Absolute Percentage Error (MAPE)
mape = np.mean(np.abs((y_test_denorm - y_pred_denorm) / y_test_denorm)) * 1@
print(“"Mean Absolute Percentage Error (MAPE): {:.2f}%".format(mape))

S~ Mean Absolute Percentage Error (MAPE): 1.45%

Gambar 14. Evaluasi Nilai MAPE

SIMPULAN DAN SARAN

Model Deep Learning menggunakan LSTM berhasil melakukan prediksi harga
saham pada PT Astra International Tbhk yang dibuktikan dengan visualisasi data yang
menunjukkan pola tren prediksi dapat diprediksi dengan cukup akurat. Evaluasi performa
model menggunakan nilai Mean Abosulte Error (MAE) sebesar 87.69 dengan persentase
1.44% yang menunjukan rata-rata kesalahan perdiksi model sangat kecil. Nilai Root Mean
Squared Error (RMSE) didapatkan nilai sebesar 116.87 dengan persentase RMSE sebesar
1.92% yang menunjukan bahwa kesalahan prediksi relatif sangat kecil. Sementara itu untuk
Mean Absoute Percentage Error (MAPE) nilai yang diperoleh adala 145% yang
menunjukan model prediksi sangat akurat.

Prediksi harga saham menggunakan Model LSTM memiliki beberapa kekurangan
yang diantaranya, menambah jumlah data dari kolom sahamnya agar model lebih banyak
belajar dari informasi historisnya. Dengan menambah lebih banyak data, model akan
memiliki kesempatan untuk menangkap pola dan tren yang lebih kompleks, sehingga
memiliki kesempatan untuk mendapatkan akurasi prediksi yang lebih maksimal. Selain itu,
juga bisa mempertimbangkan untuk menggunakan ticker kode perusahaan lain untuk
memperluas kemampuan belajar model LSTM. Selain menggunakan model LSTM,
disarankan untuk mencoba model lain seperti GRU (Gated Recurrent Unit), Prophet,
ARIMA (AutoRegressive Integrated Moving Average), atau yang lainnya untuk
mengevaluasi apakah ada peningkatan performa dalam akurasi prediksi.

DAFTAR PUSTAKA

Adi, R. M. S., & Sudianto, S. (2022). Prediksi Harga Komoditas Pangan Menggunakan
Algoritma Long Short-Term Memory (LSTM). Building of Informatics, Technology
and Science (BITS), 4(2), 1137-1145. https://doi.org/10.47065/bits.v4i2.2229

Aji Riyantoko, P., Maulana Fahruddin, T., Maulida Hindrayani, K., & Maya Safitri, E.
(2020). Analisis Prediksi Harga Saham Sektor Perbankan Menggunakan Algoritma
Long-Short Terms Memory (LSTM). Seminar Nasional Informatika (SEMNASIF),
1(1),427-435.

Akbar, R., Santoso, R., & Warsito, B. (2023). Prediksi Tingkat Temperatur Kota
Semarang Menggunakan Metode Long Short-Term Memory (Lstm). Jurnal
Gaussian, 11(4),572-579. https://doi.org/10.14710/j.gauss.11.4.572-579

Budiprasetyo, G., Hani’ah, M., & Aflah, D. Z. (2023). Prediksi Harga Saham Syariah
Menggunakan Algoritma Long Short-Term Memory (LSTM). Jurnal Nasional
Teknologi Dan Sistem Informasi, 8(3), 164—-172.
https://doi.org/10.25077/teknosi.v8i3.2022.164-172

10




Merida, & Aprilia Sari, P. (2022). Pengaruh Profitabilitas dan Likuiditas Terhadap Harga
Saham Dengan Dividen Per Share Sebagai Variabel Moderating. Journal
Intelektual , 1(2),217-230. https://doi.org/10.61635/jin.v1i2.106

Moch Farryz Rizkilloh, & Sri Widiyanesti. (2022). Prediksi Harga Cryptocurrency
Menggunakan Algoritma Long Short Term Memory (LSTM). Jurnal RESTI
(Rekayasa Sistem Dan Teknologi Informasi), 6(1), 25-31.
https://doi.org/10.29207/resti.v6i1.3630

Patriya, E., Latif, A., & Handayani. (2023). Peramalan Harga Saham Penutupan Indeks
Harga Saham Gabungan (Ihsg) Menggunakan Algoritma Long Short Term Memory
(Lstm). Jurnal llmiah Ekonomi Bisnis, 28(2), 304-314.
https://doi.org/10.35760/eb.2023.v28i2.7964

Permana, D., Hartoko, S., & Dewi, 1. R. (2023). Faktor-Faktor yang Memengaruhi
Kesediaan Berinvestasi Saham (Studi Kasus pada Galeri Bursa Efek Indonesia
Politeknik Negeri Samarinda dan Universitas Muhammadiyah Kalimantan Timur).
Jurnal EKSIS, 19(2), 26-38. https://doi.org/10.46964/eksis.v19i2.552

Pradnyawati, N. L. P. ., & Sinarwati, N. . (2022). Analisis Keputusan Investasi Pada
Generasi Millenial di Pasar Modal Saat Pandemi Covid-19. Jurnal Manajemen,
8(2), 1-10. https://ejournal .undiksha.ac.id/index php/BISMA-JM/article/view/42838

Puteri, D. I. (2023). Implementasi Long Short Term Memory (LSTM) dan Bidirectional
Long Short Term Memory (BiLSTM) Dalam Prediksi Harga Saham Syariah. Euler :
Jurnal llmiah Matematika, Sains Dan Teknologi, 11(1),35-43.
https://doi.org/10.34312/euler.v11i1.19791

Rijken Irahadi, D., Stevani Sianturi, M., & Suk Kim, S. (2022). Penggunaan Indikator
Analisa Teknikal Pada Pasar Saham Di Indonesia. Jurnal Iimiah Manajemen Bisnis
Dan Inovasi Universitas Sam Ratulangi, 9(2), 808-827.

11




Ekbis_Jurnal_Ruhunul.docx

ORIGINALITY REPORT

19, 164 11« 5«

SIMILARITY INDEX INTERNET SOURCES PUBLICATIONS STUDENT PAPERS

PRIMARY SOURCES

.

repository.upnjatim.ac.id

Internet Source

(K

=)

ejournal.gunadarma.ac.id

Internet Source

(K

e

doaj.org

Internet Source

(K

-~

Submitted to Universitas Gunadarma
Student Paper

(K

e

ejournal.itn.ac.id

Internet Source

(K

Dian Pramesti, Wiga Maulana Baihaqi.
"Perbandingan Prediksi Jumlah Transaksi Ojek
Online Menggunakan Regresi Linier Dan
Random Forest"”, Generation Journal, 2023

Publication

(K

=

Submitted to STT PLN

Student Paper

(K

ejurnal.ung.ac.id

Internet Source

1o




repository.upnvj.ac.id

Internet Source

(K

N
(@)

Dian Islamiaty Puteri, Gumgum Darmawan,
Budi Nurani Ruchjana. "Prediksi Harga Saham
Syariah menggunakan Bidirectional Long
Short Term Memory (BiLSTM) dan Algoritma
Grid Search", Jambura Journal of
Mathematics, 2024

Publication

(K

—
—

Submitted to Fakultas Ekonomi Universitas

Indonesia
Student Paper

(K

—_
N

medium.com

Internet Source

(K

—_
w

ejurnal.polnes.ac.id

Internet Source

(K

—
N

repositori.uin-alauddin.ac.id

Internet Source

(K

jos.unsoed.ac.id

%nternetSource <1 %
Submitted to Academic Library Consortium

Student Paper y <1 %

rifgimulyawan.com 1
Internet Source < %

RN
(0.0]

haikawanku.wordpress.com

Internet Source



<1%

¥ggits;c!£iélecture.ub.ac.id <1 o
Ienj;ec:rgtrglc'j1rlc.'>;,.fkwu.uniga.ac.id <1 o
punelutecd <Tw
Isr,]itfrtnirsr;uarf,ei.ftik.unisi.ac.id <1 o
ml/vm\éyéfjrcc)eurnaI.stmikdumai.ac.id <1 o
}ﬁ\{m\éyéguerfeearchgate.net <1 o
Docpayerinto <Tw
e emnaridcon <Tw
:‘nr;eeni?iminkulaih.blogspot.com <1 o
o als.com <Tw
ol eminack <Tw




W
B

ppplusofonia.blogspot.com <1 o

Internet Source

diqgilib.uin-suka.ac.id

Integnet Source <1 %
link.springer.com

Internet Sl:c))urceg <1 %

repository.unib.ac.id <1
Internet Source %
stmik-budidarma.ac.id

Internet Source <1 %
WWW.coursehero.com

Internet Source <1 %
www.slideshare.net

Internet Source <1 %

Diah Devi Pramesti, Dian C Rini Novitasari, <1 %

Fajar Setiawan, Hani Khaulasari. "LONG-
SHORT TERM MEMORY (LSTM) FOR
PREDICTING VELOCITY AND DIRECTION SEA
SURFACE CURRENT ON BALI STRAIT",
BAREKENG: Jurnal Ilmu Matematika dan
Terapan, 2022

Publication

Anggi Putri Meriani, Alam Rahmatulloh. 1 o
"PERBANDINGAN GATED RECURRENT UNIT ’
(GRU) DAN ALGORITMA LONG SHORT TERM



MEMORY (LSTM) LINEAR REFRESSION
DALAM PREDIKSI HARGA EMAS
MENGGUNAKAN MODEL TIME SERIES", Jurnal
Informatika dan Teknik Elektro Terapan, 2024

Publication

Dwi Rahma Firmansyah, Endang
Lestariningsih. "Analisis Sentimen Ulasan
Aplikasi Smart Campus Unisbank di Google
Playstore Menggunakan Algoritma Naive
Bayes", Jurnal JTIK (Jurnal Teknologi Informasi
dan Komunikasi), 2024

Publication

<1%

Exclude quotes On Exclude matches Off

Exclude bibliography On



