
Politeknik Brunei

Industry Operations (Moodle TT)

No Repository 009

Jurnal_SKRIPSI_Tri Buwono Bagus 
Wicaksono_51420252_turnitin.docx

Turnitin OȚcial

Document Details

Submission ID

trn:oid:::1:3002289188

Submission Date

Sep 9, 2024, 11:46 AM GMT+8

Download Date

Sep 9, 2024, 11:47 AM GMT+8

File Name

Jurnal_SKRIPSI_Tri_Buwono_Bagus_Wicaksono_51420252_turnitin.docx

File Size

483.7 KB

11 Pages

2,994 Words

18,956 Characters

Page 1 of 16 - Cover Page Submission ID trn:oid:::1:3002289188

Page 1 of 16 - Cover Page Submission ID trn:oid:::1:3002289188



19% Overall Similarity
The combined total of all matches, including overlapping sources, for each database.

Top Sources

15% Internet sources

7% Publications

7% Submitted works (Student Papers)

Page 2 of 16 - Integrity Overview Submission ID trn:oid:::1:3002289188

Page 2 of 16 - Integrity Overview Submission ID trn:oid:::1:3002289188



Top Sources

15% Internet sources

7% Publications

7% Submitted works (Student Papers)

Top Sources
The sources with the highest number of matches within the submission. Overlapping sources will not be displayed.

1 Internet

ejournal.gunadarma.ac.id 3%

2 Internet

www.coursehero.com 1%

3 Publication

Ditha Lozera Devi, Amalia Anjani Arifiyanti, Seftin Fitri Ana Wati. "ANALISIS SENTI… 1%

4 Internet

ejournal.poltektegal.ac.id 1%

5 Publication

Charles Zai, Auliya Rahman Isnain. "Komparasi Algoritma NaÃ¯ve Bayes dan Sup… 1%

6 Internet

repository.upnvj.ac.id 1%

7 Internet

123dok.com 1%

8 Internet

journal.unesa.ac.id 1%

9 Internet

repositori.usu.ac.id 1%

10 Publication

Ajie Prasetya, Ratna Salkiawati, Allan D. Alexander. "Analisis Cluster K-Means den… 1%

11 Student papers

Universitas Andalas 0%

Page 3 of 16 - Integrity Overview Submission ID trn:oid:::1:3002289188

Page 3 of 16 - Integrity Overview Submission ID trn:oid:::1:3002289188



12 Student papers

Universitas Brawijaya 0%

13 Internet

repository.uin-suska.ac.id 0%

14 Publication

Ivan Maurits, Kalyca Citra Ghania. "VISUALISASI DATA USAHA KECIL DAN MENEN… 0%

15 Student papers

Universitas Negeri Semarang - iTh 0%

16 Student papers

STT PLN 0%

17 Student papers

Sriwijaya University 0%

18 Student papers

Universitas Singaperbangsa Karawang 0%

19 Internet

jurnal.utu.ac.id 0%

20 Student papers

Telkom University 0%

21 Student papers

Universitas Muslim Indonesia 0%

22 Internet

patents.google.com 0%

23 Publication

Muhammad Raffi, Aries Suharso, Iqbal Maulana. "Analisis Sentimen Ulasan Aplik… 0%

24 Internet

www.uppsatser.se 0%

25 Student papers

Politeknik Negeri Bandung 0%

Page 4 of 16 - Integrity Overview Submission ID trn:oid:::1:3002289188

Page 4 of 16 - Integrity Overview Submission ID trn:oid:::1:3002289188



26 Publication

Al Firah, Sri Widya Lestari. "Analisis Kualitas Layanan Aplikasi Access By Kai Dala… 0%

27 Publication

Anisa Rhamadanti, Ahmad Rifa'i, Fatihanursari Dikananda, Khaerul Anam. "ANAL… 0%

28 Internet

achamad.staff.ipb.ac.id 0%

29 Internet

eprints.ums.ac.id 0%

30 Internet

repository.unri.ac.id 0%

31 Publication

Sheva Aditya Helmayanti, Faqih Hamami, Riska Yanu Fa’rifah. "PENERAPAN ALGO… 0%

32 Internet

core.ac.uk 0%

33 Internet

repository.nii.ac.jp 0%

34 Internet

www.researchgate.net 0%

35 Internet

www.scilit.net 0%

36 Internet

doku.pub 0%

37 Internet

epub.wu.ac.at 0%

38 Internet

jutif.if.unsoed.ac.id 0%

Page 5 of 16 - Integrity Overview Submission ID trn:oid:::1:3002289188

Page 5 of 16 - Integrity Overview Submission ID trn:oid:::1:3002289188



IMPLEMENTASI MODEL DEEP LEARNING UNTUK ANALISIS 

SENTIMEN TERHADAP ULASAN APLIKASI ACCESS BY KAI PADA 

PLAY STORE MENGGUNAKAN METODE BIDIRECTIONAL 

ENCODER REPRESENTATIONS FROM TRANSFORMERS (BERT) 

 
 

 
Abstrak 

Perkembang teknologi di era digital ini berkembang pesat di berbagai bidang, salah satunya adalah 

bidang transportasi umum. Perkembangan teknologi dalam bidang transportasi umum membantu 

memudahkan para pengguna transportasi umum untuk mengakses layanan seperti meilhat jadwal 

perjalanan, memesan tiket, dan lain sebagainya. Salah satu aplikasi yang melayani hal tersebut adalah 

Access by KAI. Tujuan dari penelitian ini adalah untuk melakukan analisis sentimen terhadap pengguna 

aplikasi Access by KAI di Google Play Store sehingga dapat digunakan sebagai saran untuk 

meningkatkan kualitas aplikasi. Penulisan ini menggunakan metode Bidirectional Encoding 

Representations from Transformers (BERT) dengan pretrained model IndoBERT untuk melatih dataset 

bahasa Indonesia. Metode penulisan ini menggunakan metode CRISP-DM dengan 6 tahapan, yaitu  

Bussiness Understanding, Data Understanding, Data Preparation, Modelling, Evaluation, dan 

Deployment. Dataset yang digunakan sebanyak 10.000 ulasan dan setelah di-processing menjadi 9260. 

Model yang dibangun berhasil memprediksi sentimen dengan cukup baik dengan persentase sebesar 

85%. Namun pada sentimen netral mendapatkan jumlah prediksi salah lebih banyak dari jumlah 

prediksi benar yaitu 22 ulasan dan jumlah prediksi salah yaitu 150 ulasan. Jumlah prediksi tepat untuk 

sentimen negatif yaitu 2.822 ulasan dan jumlah prediksi salah yaitu 345 ulasan. Jumlah prediksi tepat 

untuk sentimen positif yaitu 234 ulasan dan jumlah prediksi salah yaitu 131 ulasan. Model juga berhasil 

di-deploy dalam bentuk prototipe website dan dapat mekakukan prediksi sentimen dengan cukup baik.. 

 

Kata Kunci: KAI, BERT, Analisis Sentimen, Klasifikasi, Ulasan 

 

Abstract 

Technological developments in this digital era are growing rapidly in various fields, one of which is the 

field of public transportation. Technological developments in the field of public transportation help make 

it easier for public transportation users to access services such as viewing travel schedules, booking 

tickets, and so on. One of the applications that serves this is Access by KAI. The purpose of this study is 

to conduct a sentiment analysis of Access by KAI application users on the Google Play Store so that it 

can be used as a suggestion to improve the quality of the application. This paper uses the Bidirectional 

Encoding Representations from Transformers (BERT) method with the pretrained IndoBERT model to 

train the Indonesian dataset. This writing method uses the CRISP-DM method with 6 stages, namely 

Business Understanding, Data Understanding, Data Preparation, Modelling, Evaluation, and 

Deployment. The dataset used was 10,000 reviews and after being processed into 9260. The model that 

was built managed to predict sentiment quite well with a percentage of 85%. However, in neutral 

sentiment, the number of wrong predictions was more than the number of correct predictions, which was 

22 reviews, and the number of wrong predictions, which was 150 reviews. The number of correct 

predictions for negative sentiment is 2,822 reviews and the number of wrong predictions is 345 reviews. 

The number of correct predictions for positive sentiment was 234 reviews and the number of wrong 

predictions was 131 reviews. The model has also been successfully deployed in the form of a website 

prototype and can strengthen sentiment predictions quite well 
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Keywords: KAI, BERT, Sentiment analysis, Classification, Reviews 

 

PENDAHULUAN 

Perkembang teknologi di era digital ini berkembang pesat di berbagai bidang, salah 

satunya adalah bidang transportasi umum. Perkembangan teknologi dalam bidang transportasi 

umum membantu memudahkan para pengguna transportasi umum untuk mengakses layanan 

seperti meilhat jadwal perjalanan, memesan tiket, dan lain sebagainya. Salah satu aplikasi yang 

melayani hal tersebut adalah Access by KAI. 

Aplikasi Access by KAI merupakan aplikasi yang dibuat oleh PT. Kereta Api Indonesia 

(KAI) untuk memudahkan pengguna kereta api dalam mengakses layanan umum dari PT. KAI, 

seperti pembelian tiket, melihat jadwal perjalanan, ketersediaan kursi, pembatalan tiket, dan 

pergantian jadwal perjalanan. Kemudian, pengguna juga mendapatkan bukti pembayaran dan 

e-ticket. Dengan ini, aplikasi Access by KAI telah meningkatkan fleksibilitas terhadap 

pengguna layanan transportasi umum Kereta Api. Berdasarkan jumlah unduhan di Google Play 

Store sampai dengan bulan Mei 2024, aplikasi Access by KAI telah diunduh lebih dari 10 juta 

pengguna dan memiliki 211 ribu ulasan. 

Ulasan dari pengguna aplikasi berfungsi untuk mengetahui kualitas aplikasi bagi para 

pengguna lain dan sebagai masukan bagi para pengembang untuk meningkatkan layanan pada 

aplikasi [1]. Untuk mengetahui dan memahami ulasan pengguna pada aplikasi Access by KAI, 

maka dibutuhkan analisis sentimen. Analisis sentimen berfungsi untuk mengekstrak data opini, 

memahami, dan mengolah data tekstual secara otomatis untuk melihat sentimen yang 

terkandung dalam sebuah opini. 

Proses klasifikasi sentimen dapat dilakukan dengan berbagai metode, salah satunya 

adalah Bidirectional Encoder Representations from Transformers (BERT). BERT adalah 

teknologi berbasis jaringan saraf yang bersifat open source untuk pretraining Natural Language 

Processing (NLP). BERT dapat membantu sistem komputer memahami bahasa sebagaimana 

manusia memahami bahasa dan mengetahui konteks suatu kata dalam pencarian dengan hasil 

yang relevan. Ada banyak pretrained model yang tersedia dalam metode BERT, salah satu 

model dari BERT yang dilatih dengan dataset berbahasa Indonesia adalah IndoBERT [2]. 

Penelitian terkait analisis sentimen menggunakan metode BERT dilakukan oleh 

beberapa peneliti terdahulu. Penelitian analisis sentimen oleh Atmaja dan Yustanti pada aplikasi 

Ruangguru menggunakan metode BERT menghasilkan nilai akurasi sebesar 99% [3]. Penelitian 

analisis sentimen oleh Uno dan Asep Juarna pada aplikasi JOOX menggunakan metode BERT 

menghasilkan nilai akurasi sebesar 80% [4]. Penelitian analisis sentimen oleh Kusnadi pada 

aplikasi Genshin Impact menggunakan metode BERT menghasilkan nilai akurasi sebesar 74% 

[5]. 

Berdasarkan uraian di atas, maka dibutuhkan analisis sentimen terhadap aplikasi Access 

by KAI dari ulasan pengguna di Google Play Store dengan menggunakan model IndoBERT 

untuk mengetahui sentimen pengguna aplikasi Access by KAI sehingga dapat digunakan 

sebagai saran untuk meningkatkan kualitas dari aplikasi Access by KAI. 

 

METODE PENELITIAN 
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Metode penelitian yang digunakan adalah CRISP-DM (Cross-Industry Standard 

Process for Data Mining). Langkah-langkah penelitian menggunakan metode CRISP-DM dapat 

diliat pada gambar 1 

.  
Gambar 1. Metode Penelitian 

Bussiness Understanding 

Pengembangan model IndoBERT untuk aplikasi Access by KAI bertujuan untuk 

mengoptimalkan analisis sentimen dan persepsi publik terhadap aplikasi ini, yang dapat diakses 

melalui ulasan di Google Play Store. Dengan lebih dari 10 juta unduhan dan 211 ribu ulasan, 

ulasan pengguna mencerminkan pengalaman mereka terkait fungsionalitas, antarmuka 

pengguna, dan layanan yang disediakan. Memantau sentimen ini sangat penting bagi PT. Kereta 

Api Indonesia (KAI) untuk terus meningkatkan kualitas layanan mereka. Model IndoBERT 

yang dibangun akan menganalisis ulasan-ulasan tersebut secara mendalam untuk memberikan 

wawasan berharga kepada tim pengembang aplikasi, membantu mengidentifikasi isu-isu yang 

memerlukan perbaikan, serta merancang strategi pengembangan yang lebih efektif. Prototipe 

website yang di-deploy akan memungkinkan tim untuk mengakses hasil analisis ini secara 

realtime.  
 

Data Understanding 

 Penelitian ini menggunakan data yang diperoleh dari Google Play Store berupa ulasan 

pengguna pada aplikasi Access by KAI. Scraping dilakukan dengan memanfaatkan library dari 

google-play-scraper yang disediakan oleh pip. Google-play-scraper digunakan untuk 

mengekstrak berbagai atribut pada ulasan aplikasi di Google Play Store, seperti teks ulasan, 

username pemberi ulasan, skor yang diberikan, dan tanggal dibuatnya ulasan. 

Dataset yang berhasil diesktraksi menggunakan google-play-scraper sebanyak 10.000 

data. Hasil scraping kemudian disimpan dalam format Comma Separated Value (.csv). Hasil 

ulasan diurutkan berdasarkan yang terbaru, dengan target pengambilan hingga 10.000 ulasan. 

Tidak ada filter skor yang diterapkan, sehingga semua ulasan akan diambil tanpa memandang 

skornya. 
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Gambar 2. Hasil Scraping Data 

Data Preparation 

Persiapan data dilakukan melalui pelabelan berdasarkan tanggapan pengguna yang 

diterima [6]. Pada tahap ini, pelabelan dataset dilakukan secara manual untuk mengidentifikasi 

ulasan sentimen sebagai positif, netral, atau negatif. Tanggapan positif diberikan label angka 2, 

tanggapan netral diberikan label angka 1, dan tanggapan negatif diberikan label angka 0. Contoh 

hasil pelabelan data dapat ditemukan pada Tabel 1. 

 
Tabel 1. Labeling Data 

Tanggapan Label 

Aplikasi KAI Access sangat membantu dalam memesan tiket kereta. Prosesnya cepat 

dan mudah digunakan. Sangat puas dengan layanannya! 

2 

Fitur dalam aplikasi KAI Access cukup lengkap, tetapi ada beberapa kali mengalami lag 

saat digunakan 

1 

Aplikasi sering crash dan tidak bisa digunakan untuk memesan tiket. Sangat 

mengecewakan 

0 

 

Data Preprocessing 

Tahapan berikutnya yang diterapkan pada dokumen adalah preprocessing teks. Proses 

ini dilakukan untuk mengubah data yang tidak terstruktur menjadi lebih terstruktur, sehingga 

mempermudah tahap-tahap selanjutnya. Alur proses preprocessing ditunjukkan pada Gambar 

3. 

 
Gambar 3. Tahapan Preprocessing 
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Case Folding merupakan proses mengubah huruf pada ulasan pengguna yang 

mengandung huruf kapital (uppercase) menjadi huruf kecil (lowercase) [7]. Proses case folding 

dilakukan dengan mengambil data ulasan. Kemudian, ulasan tersebut diproses, dan apabila 

terdapat huruf kapital, huruf tersebut akan diubah menjadi huruf kecil. 

 
Tabel 2. Hasil Case Folding 

No Tanggapan Hasil Case Folding 

1 Aplikasi KAI Access sangat membantu 

dalam memesan tiket kereta. Prosesnya 

cepat dan mudah digunakan. Sangat puas 

dengan layanannya! 

aplikasi kai access sangat membantu dalam 

memesan tiket kereta. prosesnya cepat dan 

mudah digunakan. sangat puas dengan 

layanannya! 

2 Fitur dalam aplikasi KAI Access cukup 

lengkap, tetapi ada beberapa kali 

mengalami lag saat digunakan. 

fitur dalam aplikasi kai access cukup lengkap, 

tetapi ada beberapa kali mengalami lag saat 

digunakan. 

3 Aplikasi sering crash dan tidak bisa 

digunakan untuk memesan tiket. Sangat 

mengecewakan. 

aplikasi sering crash dan tidak bisa digunakan 

untuk memesan tiket. sangat mengecewakan. 

 

Cleaning merupakan tahapan dalam menghapus atribut yang tidak digunakan dalam 

proses pengklasifikasian, seperti angka, emoji, spasi berlebih, tanda baca, atau karakter unik 

[8].  Contoh hasil proses cleaning dapat dilihat pada Tabel 3 

 
Tabel 3. Hasil Cleaning 

No Hasil Case Folding Hasil Cleaning 

1 aplikasi kai access sangat membantu dalam 

memesan tiket kereta. prosesnya cepat dan 

mudah digunakan. sangat puas dengan 

layanannya! 

aplikasi kai access sangat membantu dalam 

memesan tiket kereta prosesnya cepat dan mudah 

digunakan sangat puas dengan layanannya 

2 fitur dalam aplikasi kai access cukup 

lengkap, tetapi ada beberapa kali 

mengalami lag saat digunakan. 

fitur dalam aplikasi kai access cukup lengkap 

tetapi ada beberapa kali mengalami lag saat 

digunakan 

3 aplikasi sering crash dan tidak bisa 

digunakan untuk memesan tiket. sangat 

mengecewakan. 

aplikasi sering crash dan tidak bisa digunakan 

untuk memesan tiket sangat mengecewakan 

 

 

 Tokenizing merupakan proses memecah kata demi kata menjadi beberapa bagian. Kata 

yang sudah melalui beberapa proses akan dipecah menjadi kata per kata [9]. Proses tokenizing 

dilakukan dengan menggunakan data hasil cleaning [10]. Hasil proses tokenizing dapat dilihat 

pada tabel 4. 
Tabel 4. Hasil Tokenizing 

No Hasil Cleaning Hasil Tokenizing 

1 aplikasi kai access sangat membantu dalam 

memesan tiket kereta prosesnya cepat dan 

mudah digunakan sangat puas dengan 

layanannya 

[aplikasi, kai, access, sangat, membantu, dalam, 

memesan, tiket, kereta, prosesnya, cepat, dan, 

mudah, digunakan, sangat, puas, dengan, 

layanannya] 
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2 fitur dalam aplikasi kai access cukup 

lengkap tetapi ada beberapa kali mengalami 

lag saat digunakan 

[fitur, dalam, aplikasi, kai, access, cukup, 

lengkap, tetapi, ada, beberapa, kali, mengalami, 

lag, saat, digunakan,] 

3 aplikasi sering crash dan tidak bisa 

digunakan untuk memesan tiket sangat 

mengecewakan 

[aplikasi, sering, crash, dan, tidak, bisa, 

digunakan, untuk, memesan, tiket, sangat, 

mengecewakan] 

   

 

Stopword removal adalah proses penghapusan kata-kata yang tidak memiliki makna 

atau tidak memiliki pengaruh terhadap analisis teks [11]. Hasil dari stopword removal dapat 

dilihat pada tabel 5. 
Tabel 5. Hasil Stopword Removal 

No Hasil Tokenizing Hasil Stopword Removal 

1 [aplikasi, kai, access, sangat, membantu, 

dalam, memesan, tiket, kereta, prosesnya, 

cepat, dan, mudah, digunakan, sangat, puas, 

dengan, layanannya] 

[aplikasi, kai, access, sangat, membantu, 

memesan, tiket, kereta, prosesnya, cepat, mudah, 

digunakan, sangat, puas, layanannya] 

2 [fitur, dalam, aplikasi, kai, access, cukup, 

lengkap, tetapi, ada, beberapa, kali, 

mengalami, lag, saat, digunakan,] 

[fitur, aplikasi, kai, access, cukup, lengkap, 

beberapa, kali, mengalami, lag, digunakan] 

3 [aplikasi, sering, crash, dan, tidak, bisa, 

digunakan, untuk, memesan, tiket, sangat, 

mengecewakan] 

[aplikasi, sering, crash, tidak, digunakan, 

memesan, tiket, sangat, mengecewakan] 

 

Proses stemming dilakukan dengan mengubah kata-kata menjadi bentuk dasar tanpa 

menggunakan imbuhan, seperti ke-, ber-, -nya-, di-, dan lainnya [12]. Stemming ini dilakukan 

dengan memanfaatkan library Sastrawi [13]. Hasil stemming ditampilkan pada Tabel 6. 

 
Tabel 6. Hasil Stemming 

No Hasil Stopword Removal Hasil Stemming 

1 [aplikasi, kai, access, sangat, membantu, 

memesan, tiket, kereta, prosesnya, cepat, 

mudah, digunakan, sangat, puas, 

layanannya] 

[aplikasi, kai, access, sangat, bantu, pesan, tiket, 

kereta, proses, cepat, mudah, guna, sangat, puas, 

layan] 

2 [fitur, aplikasi, kai, access, cukup, lengkap, 

beberapa, kali, mengalami, lag, digunakan] 
[fitur, aplikasi, kai, access, cukup, lengkap, 

kali, alami, lag, guna] 
3 [aplikasi, sering, crash, tidak, digunakan, 

memesan, tiket, sangat, mengecewakan] 

[aplikasi, sering, crash, tidak, guna, pesan, tiket, 

sangat, kecewa] 

 

Data yang telah melalui tahap preprocessing data akan dibagi menjadi data training, 

validation, dan testing. Sebanyak 10.000 dataset akan dilakukan pembagian sebanyak tiga kali 

percobaan, yaitu 80:20, 70:30 dan 60:40. Kemudian data latih hasil pembagian di awal dibagi 

lagi dengan 10% menjadi data latih dan data validasi. 

 
Tabel 6. Hasil Pembagian Dataset 

 Rasio 60:40 Rasio 70:30 Rasio 80:20 

Data Latih 5000 5833 6667 
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Data Validasi 556 649 741 

Data Uji 3704 2778 1852 

Total 9260 

 

Modelling BERT 

Pada tahap ini dilakukan implementasi model pretrained IndoBERT dari Indo 

Benchmark dan telah dilatih dengan dataset besar berbahasa Indonesia. Tahap modelling 

menggunakan library transformers dari Hugging Face IndoBenchmark dengan fungsi Bert 

Tokenizer dan BertForSequenceClassification. Modelling juga disertai dengan pengaturan 

hyperparameter untuk mengoptimalkan performa pada proses fine-tuning yaitu ukuran batch 

size, learning rate dan jumlah epoch [14]. Berikut penggunaan hyperparameter pada penelitian 

ini. 
Tabel 7. Hyperparameter untuk Skenario Pelatihan 

Hyperparameter Nilai Hyperparameter 1 Nilai Hyperparamater 2 

Batch Size 32 64 

Learning Rate 2e-5 3e-5 

Epoch 10 10 

 

Evaluation 

Evaluasi ini dilakukan dengan menggunakan library sklearn (scikit-learn) dalam 

menentukan hasil kinerja dari analisis sentimen. Library sklearn berfungsi memeberikan 

laporan yang sangat informatif tentang seberapa baik model klasifikasi bekerja dengan 

menghasilkan metrik evaluasi yang mencakup presisi (precision), recall, f1-score, dan akurasi 

[15]. 

 

Deployment 

Deployment dilakukan untuk melakukan uji coba model dengan menggunakan platform 

lain. Pada penelitian kali ini, model akan di-deploy ke dalam bentuk aplikasi website dengan 

bantuan library Flask yang merupakan sebuah web framework yang ditulis dengan bahasa 

pemrograman Python. Pada tahap ini, akan dijabarkan rancangan halaman web yang dapat 

dilihat pada gambar 4.   
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Gambar 4 Rancangan Tampilan Website 

 

HASIL DAN PEMBAHASAN 

 Pelatihan dilakukan dengan kombinasi tiga skenario pembagian dataset dan dua 

perbedaan penggunaan hyperparameter. Pelatihan dibagi menjadi dua percobaan scenario 

pelatihan berdasarkan hyperparameter pada tabel 7. Hasil pelatihan dengan percobaan pertama 

menggunakan hyperparameter batch size 16, learning rate 2e-5, dan epoch 10 terlihat pada 

Tabel 8. 

Tabel 8. Hasil Pelatihan Skenario Pertama 

Rasio Pembagian 

Dataset 

Hasil Pelatihan 

Akurasi Latihan 

(Rata-rata) 

Loss Latihan 

(Rata-rata) 

Waktu Pelatihan 

60:40 0,85 0.284 10m21d 

70:30 0,83 0,113 14m12d 

80:20 0,84 0,024 16m44d 

 

Hasil pelatihan dengan percobaan kedua menggunakan hyperparameter batch size 32, 

learning rate 3e-5, dan epoch 10 terlihat pada Tabel 9. 

Tabel 9. Hasil Pelatihan Skenario Kedua 

Rasio Pembagian 

Dataset 

Hasil Pelatihan 

Akurasi Latihan 

(Rata-rata) 

Loss Latihan 

(Rata-rata) 

Waktu Pelatihan 

60:40 0,852 0.027 10m10d 

70:30 0,83 0,311 12m 

80:20 0,84 0,075 13m49d 
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Berdasarkan hasil dua metode percobaan, pembagian dataset 60:40 dengan 

hyperparameter (batch size 32, learning rate 3e-5, dan epoch 10) dengan nilai akurasi sebesar 

85,2% dengan waktu pelatihan selama 10 menit 10 detik. 

Pengujian dilakukan setelah model dilatih. Pengujian menggunakan hasil pelatihan 

terbaik, yaitu pada percobaan kedua dengan penggunaan hyperparameter dan rasio pembagian 

60:40. Hasil klasifikasi sentimen oleh model dibandingkan dengan sentiment aktual. Pada Tabel 

10 terlihat hasil uji coba model yang menunjukkan model mampu melakukan prediksi sentimen 

berdasarkan ulasan dibandingkan dengan sentimen aktualnya. 

Tabel 10. Hasil Uji Coba 

No Ulasan Aktual Prediksi 

1 gajelas timeout mulu  Negatif Negatif 

2 mantap Positif Positif 

3 ada pilihan untuk daftar mapclub tapi setelah dipencet malah 

gabisa daftar 

Netral Negatif 

 

 Model dinilai untuk menentukan performanya dalam memprediksi klasifikasi sentimen 

dengan menggunakan matriks kebingungan (Confusion Matrix). Penilaian ini dilakukan dengan 

data uji yang telah dipisahkan sejak awal proses analisis. Empat kategori yang diidentifikasi 

adalah True Positive (TP), yang menunjukkan sentimen positif diprediksi dengan benar sebagai 

positif, False Negative (FN), yang terjadi ketika sentimen positif salah diprediksi sebagai 

negatif, False Positive (FP), yang menunjukkan sentimen negatif salah diprediksi sebagai 

positif, dan True Negative (TN), yang menunjukkan sentimen negatif diprediksi dengan benar 

sebagai negatif. Hasil penilaian dengan matriks kebingungan ditunjukkan pada Gambar 5. 

 
Gambar 5. Hasil Evaluasi Confusion Matrix 
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Pada gambar 5 dapat disimpulkan bahwa model dapat mengklasifikasi sentimen dengan 

cukup baik karena jumlah prediksi tepat lebih banyak dibanding dengan jumlah prediksi salah, 

namun pada klasifikasi sentimen netral mendapatkan hasil jumlah prediksi salah lebih banyak 

dibanding dengan jumlah prediksi tepat. Jumlah prediksi tepat untuk sentimen netral yaitu 22 

ulasan dan jumlah prediksi salah yaitu 150 ulasan. Jumlah prediksi tepat untuk sentimen negatif 

yaitu 2.822 ulasan dan jumlah prediksi salah yaitu 345 ulasan. Jumlah prediksi tepat untuk 

sentimen positif yaitu 234 ulasan dan jumlah prediksi salah yaitu 131 ulasan.. 

Tabel 9. Hasil Classification Report 

 Precision Recall F1-Score Support 

Negative  0,89 0,92 0,91 3055 ulasan 

Neutral  0,13 0,11 0,12 206 ulasan 

Positive  0,64 0,53 0,58 443 ulasan 

Accuracy 0,85 3704 ulasan 

Macro Avarage 0,55 0,52 0,53 3704 ulasan 

Weighted Avarage 0,82 0,83 0,82 3704 ulasan 

 

Pada Gambar 8 terlihat bahwa model menghasilkan nilai accuracy sebesar 85%. Nilai 

precision yaitu pada sentimen negatif sebesar 89%, netral sebesar 13%, dan positif sebesar 64%. 

Nilai recall pada sentimen negatif sebesar 92%, netral sebesar 11%, dan positif sebesar 53%. 

Nilai F1-Score pada sentimen negatif sebesar 91%, netral sebesar 12%, dan positif sebesar 58%. 

Pada data netral memiliki nilai akurasi yang sangat rendah dikarenakan data support yang 

digunakan jumlahnya sedikit sehingga mempengaruhi tingkat akurasi analisis sentimen 

Hasil Deployment 

Hasil deployment model IndoBERT ini berbasis website dengan menggunakan Flask 

untuk melakukan pengujian model. Pengujian dilakukan dengan menginput ulasan baru yang 

akan dideteksi oleh model dan menampilkan output hasil sentimen positif, negatif atau netral. 

Hasil dari deployment dapat dilihat pada gambar 6. 

 

   
 

Gambar 6. Hasil Deployment Model 
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KESIMPULAN DAN SARAN 

Hasil evaluasi performa model dengan confusion matrix menunjukkan bahwa model 

dapat mengklasifikasikan sentimen dengan cukup baik namun pada klasifikasi sentimen netral 

mendapatkan hasil jumlah prediksi salah lebih banyak dibanding dengan jumlah prediksi tepat. 

Jumlah prediksi tepat untuk sentimen netral yaitu 22 ulasan dan jumlah prediksi salah yaitu 150 

ulasan. Jumlah prediksi tepat untuk sentimen negatif yaitu 2.822 ulasan dan jumlah prediksi 

salah yaitu 345 ulasan. Jumlah prediksi tepat untuk sentimen positif yaitu 234 ulasan dan jumlah 

prediksi salah yaitu 131 ulasan. Model menghasilkan accuracy sebesar 85% dengan accuracy 

untuk sentimen negatif sebesar 89%, untuk sentimen netral sebesar 13%, dan untuk sentimen 

positif sebesar 64%. 

Pengembangan lebih lanjut terkait dengan penelitian ini dapat dilakukan dengan 

menambahkan tahap normalisasi saat preprocessing data, menggunakan dataset dengan jumlah 

ketiga kategori yang seimbang agar model dapat mempelajari dengan lebih baik, dan dapat 

memproses input file .csv pada prototipe website hasil dari deployment. 

 

DAFTAR PUSTAKA 
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