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Abstrak 

 

Twitter menjadi sarana penyebaran informasi yang banyak dimanfaatkan oleh masyarakat internet. 

Platform ini juga menjadi sumber data yang dapat digunakan untuk analisis sentimen dan 

pengambilan keputusan. Dalam konteks ini, analisis sentimen digunakan untuk secara otomatis 

mengkategorikan tweet pengguna ke dalam opini positif atau negatif. Kabinet Indonesia Maju adalah 

pemerintahan Indonesia yang dipimpin oleh Presiden Joko Widodo. Setelah para menteri dilantik, 

berbagai pendapat publik bermunculan mengenai kinerja dan tanggung jawab mereka. Salah satu 

cara untuk mengelompokkan opini yang tersebar di media sosial adalah dengan menerapkan analisis 

sentimen. Penelitian ini menggunakan dataset yang dikumpulkan melalui proses crawling di Twitter 

dengan kata kunci "Menteri Jokowi". Data yang diperoleh kemudian dianalisis menggunakan dua 

algoritma, yaitu Naïve Bayes Classifier (NBC) dan Support Vector Machine (SVM), guna 

membandingkan hasil cross-validation keduanya. Hasil analisis menunjukkan bahwa algoritma Naïve 

Bayes Classifier memiliki akurasi sebesar 91,70%, recall 91,69%, dan presisi 91,69%. Sementara itu, 

algoritma Support Vector Machine (SVM) mencapai akurasi 96,77%, recall 96,71%, dan presisi 

96,71%. Berdasarkan hasil ini, dapat disimpulkan bahwa kedua algoritma dapat digunakan secara 

efektif dalam klasifikasi opini terkait menteri berdasarkan analisis sentimen, meskipun SVM 

menunjukkan akurasi yang lebih tinggi. 

 

Kata Kunci: Naïve Bayes; Kabinet Presiden; Analisis Sentimen; Support Vector Machine; Twitter 

 

 

Abstract 

Twitter has become a widely used platform for information dissemination among internet users. This 

platform also serves as a data source that can be utilized for sentiment analysis and decision-making. 

In this context, sentiment analysis is used to automatically categorize user tweets into positive or 

negative opinions. The Indonesia Maju Cabinet is the government of Indonesia led by President Joko 

Widodo. After the ministers were inaugurated, various public opinions emerged regarding their 

performance and responsibilities. One way to categorize the opinions circulating on social media is by 

applying sentiment analysis. This study uses a dataset collected through a crawling process on Twitter 

with the keyword "Menteri Jokowi" (Jokowi's Ministers). The obtained data was then analyzed using 

two algorithms: Naïve Bayes Classifier (NBC) and Support Vector Machine (SVM), to compare their 

cross-validation results. The analysis results show that the Naïve Bayes Classifier algorithm achieved 

91.70% accuracy, 91.69% recall, and 91.69% precision. Meanwhile, the Support Vector Machine 

(SVM) algorithm achieved 96.77% accuracy, 96.71% recall, and 96.71% precision. Based on these 

results, it can be concluded that both algorithms can be effectively used for classifying opinions about 

ministers through sentiment analysis, although SVM demonstrates higher accuracy. 

Keywords: Naïve Bayes; Presidential Cabinet; Sentiment Analysis; Support Vector Machine; Twitter 
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INTRODUCTION 

Advancements in information and communication technology have significantly impacted 

the lifestyle changes of the global community. The internet has become a vast source of 

information, enabling anyone to access knowledge on a variety of topics. These changes 

demand regulations that function as guidelines and possess formal legal authority to ensure that 

no parties are disadvantaged in online activities. The Indonesian government responded to this 

need by enacting Law No. 11 of 2008 on Electronic Information and Transactions (ITE Law), 

which governs various aspects of electronic information (Judijanto & Khuan, 2024). 
According to survey by We Are Social, a British media company collaborating with 

Hootsuite, Indonesians spend an average of 3 hours and 23 minutes daily on social media. Based 

on a report published on January 30, 2018, titled "Essential Insights Into Internet, Social Media, 

Mobile, and E-Commerce Use Around The World," out of Indonesia's total population of 265.4 

million, 130 million are active social media users, with a penetration rate of 49 percent 

(Castellanos et al., 2021). 

The Advanced Indonesia Cabinet (Kabinet Indonesia Maju), which is the governing cabinet 

of Indonesia under President Joko Widodo, consists of four coordinating ministers and 30 

sectoral ministers. The cabinet was announced on October 23, 2019, and inaugurated through 

Presidential Decree No. 113/P of 2019 for the 2019-2024 term. With the inauguration of 

ministers in the cabinet, political figures who now serve as ministers have become the subject 

of various public opinions. Before the internet, people expressed their opinions, criticism, and 

suggestions through print media. However, with the rapid development of technology, many 

online platforms have emerged as avenues for people to voice their thoughts. 

Today, online platforms like Facebook, Twitter, Instagram, and others have become highly 

popular communication tools among internet users. Twitter, now more commonly referred to 

as X, is one of the social media platforms closely linked to user sentiments, as reflected in their 

tweets (Susanto et al., 2021; Syahputra et al., 2022). The growth of Twitter usage in recent years 

has been driven by its faster dissemination of information compared to digital or print news 

media (Barbosa & Feng, 2010). Consequently, researchers have developed systems to extract 

information from Twitter conversations, with one critical piece of information being public 

sentiment(Syah et al., 2023). Sentiment analysis of Twitter data has become important as it has 

the potential to influence evaluations of the performance of the Advanced Indonesia Cabinet for 

the 2019-2024 period. The objective of sentiment classification is to automatically group user 

opinions into positive or negative sentiments (Monika et al., 2022) 

Sentiment analysis, or opinion mining, is the computational study of opinions, behaviors, 

and emotions regarding a specific entity. These entities may include individuals, events, or 

topics. Common classification techniques used in sentiment analysis include Naïve Bayes, 

Support Vector Machines (SVM), and K-Nearest Neighbor (KNN) (Liem et al., 2024; Madjid 

et al., 2023). Several studies have employed different sentiment analysis techniques on Twitter 

data, using a variety of algorithms to examine public sentiment on various topics. Pebrianto et 

al. (2022) conducted an analysis of public sentiment regarding Indonesian ministers by utilizing 

Support Vector Machine (SVM) and Naïve Bayes Classifier (NBC) algorithms (Pebrianto et 

al., 2022). Their study found that SVM performed slightly better, achieving higher accuracy, 

recall, and precision compared to Naïve Bayes. In a similar result, Ismail et al.(2023) applied 

Fine-Grained Sentiment Analysis to tweets related to the Indonesian presidential debates, 
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categorizing tweets into positive, negative, or neutral based on the dominance of positive or 

negative sentences (Ismail et al., 2023). Their results indicated that most tweets carried a 

positive sentiment. Joko Haryanto et al. (2018) focused on product reviews in Indonesian, using 

SVM with a Polynomial Kernel and integrating Query Expansion to improve classification 

accuracy (Joko Haryanto et al., 2018). This approach achieved an impressive accuracy rate of 

96.25%, demonstrating the value of expanding the vocabulary in sentiment analysis. In another 

study, Winarno et al. (2023) explored sentiment analysis regarding the Jokowi administration's 

social welfare initiatives during the pandemic using a Lexicon-Based approach (Winarno et al., 

2023). This study found that the majority of tweets were classified as neutral, with positive 

sentiment second and negative sentiment third. Finally, Muttaqin (2025) compared Naïve Bayes 

and SVM to analyze sentiment about the relocation of Indonesia's capital. The study concluded 

that SVM outperformed Naïve Bayes with a higher accuracy rate (Muttaqin et al., 2025) 

Therefore, the objective of this study is to compare the performance of Naïve Bayes 

Classifier (NBC) and Support Vector Machine (SVM) in sentiment analysis of Indonesian 

political figures, specifically ministers, based on public perceptions of their performance. By 

leveraging Twitter as a source of real-time public opinion, this research aims to provide both 

theoretical and practical contributions to the field of sentiment analysis. Additionally, it seeks 

to evaluate the effectiveness of political leadership in the digital space by analyzing algorithmic 

performance within the context of Indonesian political sentiment. 

 

METHOD 

Conceptual Framework 

This study provides both theoretical and practical insights, particularly for political 

analysts, policymakers, and researchers interested in real-time public opinion monitoring. 

Guided by the conceptual framework (Fig. 1), the research systematically evaluates the 

strengths and weaknesses of each sentiment analysis algorithm. 

 
Figure 1. Conceptual Framework 
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This study collected 29,670 tweets using the Twitter API integrated with R Studio, employing 

keywords such as "#menterijokowi," "kabinet Indonesia maju," and "menteri jokowi" to capture 

public sentiment on the Kabinet Indonesia Maju (2019–2024). The API facilitated efficient web 

crawling and data extraction based on predefined criteria, ensuring relevance to the topic. 

 

Preprocessing Steps 

The preprocessing step involves removing unnecessary symbols, converting text to lowercase, 

replacing slang with standard words, reducing words to their root form, splitting text into tokens, 

and eliminating common stopwords to enhance analysis. 

 

Weighting and Sentiment Classification 

The weighting and sentiment classification step involves assigning weights to tweets based on 

polarity and subjectivity using a lexicon-based approach, followed by categorizing them into 

sentiment classes (positive, negative, neutral) based on the calculated weights. 

 

Machine Learning Model Selection 

1. Naïve Bayes Classifier (NBC) 

Naïve Bayes is based on Bayes' Theorem, which expressed as: (Eq.1) 

…………….. (1) 

Explanation: 

P(A∣B): posterior probability. 

P(B∣A): likelihood probability 

P(A): The probability of event A. 

P(B): The probability of event B (evidence). 
 

2. Support Vector Machines (SVM) 

In the context of SVM, a hyperplane can be defined as: (Eq. 2) 

 

………………………… (2) 

Where: 

w: is the weight vector.  

x: is the feature vector of the data. 

b: is the bias or offset of the hyperplane. 

 

The goal of SVM is to find the values of w and b that maximize the margin, which is 

calculated as: (Eq. 3) 

 

…………………………..(3) 
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To maximize the margin, SVM minimizes ∥w∥ (the norm of the weight vector) with 

the constraint that all data points must be correctly classified: (Eq. 4) 

 

………..(4) 

 

Where yi is the class label (for example, +1 for the positive class and -1 for the 

negative class).  

 

RESULT AND DISCUSSION 

 

The study identifies key patterns in the dataset, such as the dominance of certain keywords 

like "Prabowo," "Papua," and "Radikal," which indicate public discussions on political and 

security issues. The sentiment distribution shows that 60% of the tweets are classified as 

positive, 30% as negative, and 10% as neutral (Fig. 2). 

 

Figure 2. Word Cloud Dataset 

The results show that SVM outperforms NBC in terms of accuracy, precision, recall, and F1-

score. SVM achieves an accuracy of 96.71%, while NBC achieves an accuracy of 91.69% 

(Table 1).  
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Table 1. Comparison between NBC and SVM Algorithms 

 NBC SVM 

Precision 91.69 % 96.71 % 

Accuracy 91.70 % 96.77 % 

Recall Rate 91.69 % 96.71 % 

F1 Score 91.69 % 96.71 % 

 

The confusion matrix for SVM shows fewer false positives and false negatives compared to 

NBC, indicating that SVM is better at separating the classes (Fig. 3). 

NBC 

 

SVM 

 

Figure .3 Confusion matrix comparison for NBC and SVM Algorithms 

The analysis results indicate that the SVM algorithm outperforms the NBC algorithm in 

terms of accuracy and class separation. Several key performance metrics highlight the 

advantages of SVM over NBC. SVM achieved a precision of 96.71%, while NBC obtained 

91.69%. This demonstrates that SVM is more effective in correctly predicting the target class 

in this dataset compared to NBC. The accuracy of SVM reached 96.77%, whereas NBC 

obtained 91.70%. This suggests that SVM is more effective in identifying tweets accurately, 

with fewer false positives than NBC as also mentioned by previous study (Sugitomo et al., 

2021). As a result, SVM’s positive predictions are more reliable. SVM achieved a recall rate of 

96.71%, while NBC scored 91.69%. This indicates that the SVM algorithm is superior in 

detecting all instances within a class, meaning fewer positive classifications were missed. It 

shows that SVM has a greater capacity to capture variations in the data. SVM obtained an F1 

score of 96.71%, compared to 91.69% for NBC. This highlights that SVM provides a better 

balance between precision and recall than NBC, as the F1 score is the harmonic mean of both. 

The superiority of SVM over NBC can be attributed to several factors. NBC is a simple 

linear model that assumes independence between features (words), which is often not true in 

textual data where features can be interdependent. This limitation prevents NBC from capturing 

more complex patterns in the data. SVM is more capable of managing large datasets by 

searching for a hyperplane that maximizes the separation between classes. This makes SVM 

more effective at distinguishing overlapping or difficult-to-separate data points. While NBC is 

effective in many cases, it struggles when class boundaries are non-linear or complex. SVM, 
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utilizing kernel tricks, maps features into higher-dimensional spaces, allowing it to handle non-

linear decision boundaries more effectively. NBC is more affected by ambiguous or irrelevant 

tweets, as well as imbalanced datasets, which can impact its accuracy. In contrast, SVM is more 

resilient to noisy and imbalanced data. NBC assumes that features are independent, which is 

rarely the case in real-world text data. Ignoring feature dependencies can degrade model 

performance. SVM, on the other hand, does not rely on feature independence, making it better 

suited to identifying complex relationships between features. Based on this comparison, it is 

evident that SVM consistently delivers superior results compared to NBC, making it a more 

effective choice for sentiment classification in this dataset. 

However, there are several limitations to this study. Firstly, the dataset is restricted to 

tweets, which may not represent the diversity of public sentiment across different platforms or 

demographics. Additionally, the reliance on basic machine learning models like NBC and SVM 

might not capture the complexity of sentiment expressed in social media posts as effectively as 

more advanced techniques. Further improvements can be made by incorporating more advanced 

models, such as deep learning techniques like Long Short-Term Memory (LSTM) networks and 

Bidirectional Encoder Representations from Transformers (BERT), which have shown to 

provide higher accuracy in understanding context and nuances in language. Expanding the 

scope of the analysis to include other forms of media and using more sophisticated models could 

enhance the robustness and accuracy of sentiment analysis in political contexts. 

  

 

CONCLUSION 

The study concludes that SVM is more effective than NBC for sentiment analysis tasks, 

especially when dealing with complex and non-linear data. The preprocessing steps, including 

filtering, case folding, and stemming, are crucial for improving the accuracy of the models. 

Further improvements can be made by incorporating more advanced techniques such as deep 

learning models like LSTM and BERT. This journal article offering valuable insights into the 

application of NLP techniques for sentiment analysis on social media data. 
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